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Abstract Various input-shaping schemes such as the “zero-vibration” (ZV), “zero-vibration-and-
derivative” (ZVD), “negative ZV” (NZV), and “negative ZVD” (NZVD) schemes have previously been
proposed to suppress motion-induced residual vibration of lightly damped structures. In such schemes,
the input command of the dynamical system in question is properly administered (i.e., shaped), so that
the dominant induced vibration modes are annihilated through destructive interference. Here we are
concerned with the effects of system payload on the vibration reduction capabilities of the aforemen-
tioned input-shaping schemes, especially when they are applied to continuous systems. By use of the
simple structure of a linearly elastic rod as a specific example, it is demonstrated that both the minimum
achievable residual vibration amplitude and the tolerance of detuning parameter errors of the input-
shaping schemes are sensitive to the amount of payload on the system. It is therefore imperative to take
the factor of system payload into account in the design of practical input shapers.

Keywords Elastic rod · Input shaping · Payload · Residual vibration suppression

1 Introduction

Movement of precision machine members and mechanical structures generally induces residual vibration
that would deteriorate the performance of such systems. Usually the residual vibration can be suppressed
by passive and/or active damping enhancement techniques [1, Chapters 3 and 6]. However, when it is
impractical to implement sufficient damping on the system in question, one would have to resort to “input
shaping” in order to suppress the undesirable residual vibration [2, 3].

Basically, the idea of input shaping is to decompose the input command of the system into a series of
“partial commands”, each applied at a proper instant, so that the residual vibration components induced
by all partial commands interact destructively, thereby suppressing the overall residual vibration of the
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system. (Of course, the trade-off here is the longer time required to complete the task, as there would be
a series of time-delayed partial commands.) During the past 10 years or so, extensive research on input
shaping has been conducted in robotics and flexible-arm control (see, for example, [2–10], and references
cited therein). In such studies, the system dynamics typically is modeled by linearized equations of motion
having single or low degrees of freedom, and input-shaping schemes resulting in “zero vibration” (ZV)
and “zero vibration and derivative” (ZVD) are developed based on linear discrete models. Briefly, when
the detuning (time lag) parameter value of the ZV scheme is correctly set, the residual vibration amplitude
becomes zero. The ZVD scheme has the additional property that both the vibration amplitude itself and
the derivative of the vibration amplitude with respect to the detuning parameter become zero simulta-
neously at the correct detuning parameter value. This means that, when the detuning parameter slightly
deviates from its correct value (due to system aging or modeling errors, for example), the resulting residual
vibration amplitude would still remain tolerably small. This nice property has rendered the ZVD scheme
the preferable choice in practice [7, 11].

As it usually is also desirable to minimize the temporal duration of shaped input commands without
much sacrifice of their detuning parameter error tolerance, “negative ZV” (NZV) and “negative ZVD”
(NZVD) schemes––consisting of both positive and negative intermediate steps––have been derived [7],
and successfully applied to minimize the residual and transient vibration amplitudes of gantry cranes [9].
In subsequent sections, we shall demonstrate that, for systems having single degree of freedom (SDOF),
the NZV and NZVD schemes not only have significantly shorter input-command durations than that of
the ZV and ZVD schemes, but also are nearly as tolerant of detuning parameter errors as the ZV and
ZVD schemes, respectively.

To clarify the performance characteristics of various input-shaping schemes on nonlinear continuous
systems (e.g., microelectromechanical [12] and nonlinear-wave [13, 14] systems), we have carried out a
series of investigations along two complementary directions. First, to focus on the effects of system non-
linearities, Yang et al. [15] considered nonlinear SDOF systems. For such systems, the idea of suppressing
residual vibration by exploiting linear destructive interference is no longer applicable. Alternatively, Yang
et al. [15] interpreted input-shaping from an energy viewpoint, and proposed an efficient methodology of
input-shaping design for nonlinear SDOF systems on the basis of an energy balance. The energy approach
has also been successfully applied to design input shapers for an electromagnetically actuated nonlinear
structure [15].

Meanwhile, along the other direction, we have studied input shaping for linear continuous structures,
where there exist an infinite number of vibration modes in principle. Using as a particular example the
model system of a cantilever beam driven by its base displacement, we have rigorously discussed the design
methodology of input-shaping schemes from first principles [11]. Especially, the ZV and ZVD schemes
originally proposed for discrete systems are employed to suppress the dominant vibration modes of the
cantilever beam. The theoretical calculations have also been verified in an experimental study [16]. Gener-
ally speaking, when applied to continuous systems, the ZV and ZVD schemes do not produce zero residual
vibration amplitude, due to the presence of the infinitely many other unsuppressed vibration modes. But
as all modes are reduced in amplitude, the overall residual vibration amplitude still is smaller than that
without input shaping.

Here, we shall march one step further, and examine the effects of system payload on the performance
characteristics––especially the minimum achievable residual vibration amplitude and the tolerance of de-
tuning parameter errors––of the ZV, ZVD, NZV, and NZVD input-shaping schemes when they are applied
to continuous systems. In order to address this issue without undue analytical technicalities, we shall use
the specific example of an elastic rod whose base is to be displaced by a prescribed distance. The issue is of
practical interest because system payload generally would alter the spectrum (i.e., distribution of natural
vibration frequencies) of the structure. So, unless the input-shaping schemes are tuned accordingly, their
vibration-reduction capabilities would deteriorate in the presence of system payload. The system payload
factor therefore must be taken into account in the design of practical input shapers. Moreover, we shall
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also demonstrate that, although the NZV and NZVD schemes work well on SDOF systems, they may not
be as attractive on continuous systems, in which some of the infinitely many unsuppressed vibration modes
may actually be amplified, resulting in increased overall vibration amplitude.

The remainder of this paper is organized as follows: The mathematical problem is formulated and solved
analytically (using the Laplace transform) for a unit-step base movement in Sect. 2. Then, in each of Sects.
3–6 we shall explain the basic ideas of the ZV, ZVD, NZV, and NZVD input-shaping schemes, respectively.
Furthermore, from the system response to a unit-step input, the system response to each of the above
input-shaping schemes is constructed by superposition, and then used to evaluate the performance char-
acteristics of each input-shaping scheme. In particular, the effects of system payload on the performance
characteristics of these schemes are examined. Also, to conclude this paper, a summary will be given in
Sect. 7.

2 Formulation and system response to unit-step input

Consider an elastic rod of uniform cross-sectional area A; its material density and Young’s modulus are ρ

and E, respectively. The base of the rod is to be displaced by a distance H in a prescribed manner. Also,
a point mass M (modeling the payload of the system) is attached to the tip of the rod. Dimensionless
variables will be used throughout this paper, using the length of the rod L and maximum base displace-
ment H, respectively, to scale the longitudinal position and local displacement of the rod. Meanwhile, the
characteristic time scale is chosen to be L/c0, where c0 = √

E/ρ is the speed of linear wave propagation
on the rod.

The motion of the rod therefore can be formulated as follows:

utt = uxx (0 < x < 1); (1)

u = 0 = ut (t = 0), (2)

u = f (t) (x = 0), (3)

ux = −m utt (x = 1). (4)

Here x and t are the longitudinal coordinate and time, respectively, u(x, t) is the local (longitudinal) displace-
ment of the rod, and subscripts denote partial derivatives. Note also that, according to our normalization
scheme, the base movement f (t) appearing in (3) varies from zero at t = 0 to unity at a later instant in a pre-
scribed manner. Meanwhile, in the tip boundary condition (4), the dimensionless parameter m = M/ρAL
clearly is the ratio between the mass of the payload to that of the rod.

The mechanical system set-up given above actually has a broad range of practical applications. For
example, in active mass-damper (AMD) systems that are widely used to reduce the vibration of tall
buildings during strong winds or small earthquakes, a sufficiently large moving mass may be driven by
a hydraulic actuator, which essentially is an elastic rod subjected to controlled base displacement (or
force) [17]. When the base of the rod is displaced as programmed, the mass will move accordingly and
exert a proper counterforce (due to its inertia) upon the building (to which the moving mass somehow
is connected), and hence reduce the vibration amplitude of the building. An additional example of the
practical application of our rod-mass model system is the suppression of residual vibration in high-rise
elevators [18]. In such systems, the elevator car may be modeled as a rigid body (point mass) connected
by flexible cables (which may be modeled as elastic rods; but of course, in elevator modeling the cables
can only exert a tensile force upon the elevator car). For both of the above examples and our model
system, the goal is to control precisely the motion of the mass.

It is also interesting to note that, as the above model problem is quite simple, similar problems have
been analyzed and documented in the literature. For example, in the classical book of Timoshenko et al.
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[19, Sect. 5.5], the problem of an elastic rod with a mass and/or spring attached at its end, and subjected
to nonstationary stress loading is analyzed by use of a normal-mode method. The present work therefore
has nothing to do with system complexities or new analytical techniques for vibration problems in engi-
neering. As pointed out in the introduction, however, what we shall do in this work is to use the model
problem formulated above as a vehicle for illustrating the basic ideas of various input-shaping schemes that
are effective engineering tools for reducing motion-induced residual vibration of elastic structures. More-
over, we wish to evaluate carefully the effects of system payload (the tip mass here) on the performance
characteristics of such input-shaping schemes.

Let us now turn to the solution of the model problem described by (1)–(4). For a unit-step input
f (t) = H(t), where H(t) is Heaviside’s step function, the system response can be readily obtained by use of
the Laplace transform. Specifically, let us write

U(x, s) =
∫ ∞

0
e−stu(x, t) dt

and, with the initial conditions (2), transform (1) into

Uxx = s2U. (5)

Also, for the unit-step input, the boundary conditions (3) and (4) convert into

U = 1/s (x = 0), (6)

Ux = −ms2U (x = 1). (7)

The boundary-value problem posed by (5)–(7) can then readily be solved, yielding

U = cosh s(x − 1) − ms sinh s(x − 1)

s(cosh s + ms sinh s)
. (8)

We shall focus on the tip movement of the rod. So, let us set x = 1 in (8) and obtain

U(1, s) = s−1(cosh s + ms sinh s)−1,

which has simple-pole singularities at s = 0 and ±iσn (n = 1, 2, 3, . . .), σn being the positive roots (ordered
so that 0 < σ1 < σ2 < · · ·) of the characteristic equation

cos σ − mσ sin σ = 0. (9)

The corresponding residues are also calculated to be 1 at s = 0 and −{σn sin σn(1 + m + m2σ 2
n )}−1 at both

of the s = ±iσn pair of poles.
Taking then the inverse transform

u(1, t) = 1
2π i

∫ 0++i∞

0+−i∞
estU(1, s) ds,

and evaluating the integral above by the residue theorem [20, Sect. 54], we obtain the tip movement of the
rod in the time domain:

u(1, t) = 1 −
∞∑

n=1

2 cos σnt
(1 + m + m2σ 2

n )σn sin σn
. (10)

It is clearly seen in (10) that the tip movement of the rod consists of a steady-state value of unity and an
infinite number of oscillation components of angular frequencies σn (n = 1, 2, 3, . . .). Generally the vibra-
tion frequencies have to be calculated numerically from the characteristic equation (9), and the payload
parameter m determines how the oscillation frequencies are distributed. For the special case of zero system
payload (m = 0), however, the oscillation frequencies are readily found from (9) to be σn = (n − 1/2)π .
Figure 1 plots the distribution of the vibration frequencies for various values of the payload parameter
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Fig. 1 Distribution of the
vibration frequencies σn
for various values of the
payload parameter m.
Plotted are the calculated
vibration frequencies
normalized by (n − 1/2)π ,
which are the vibration
frequencies
corresponding to m = 0

Fig. 2 Tip motion of an elastic rod excited by a unit-step base movement for (a) m = 0·01, (b) m = 0·1, (c) m = 1, and (d)
m = 10

m. Generally speaking, increasing the value of m would decrease the corresponding vibration frequencies.
Also, regardless of the value of m, for sufficiently large modal index n, it can be readily shown from (9)
that σn ∼ nπ (n → ∞).

After calculating the vibration frequencies, the tip movement of the rod due to a unit-step input can then
be obtained from (10). Of course, in actual computations the total number of vibration components can
only be finite, and here we take 128 components, so that relatively accurate results are obtained. The tip
vibration is then sampled at the reasonably high rate of 128 data per period of the first vibration component
(2π/σ1). Also, the tip movement of the rod is “watched” for 100 periods of the first vibration component,
i.e., 100 × 2π/σ1, so that the “maximum” amplitude of the residual tip vibration (relative to the mean
position of the tip) can be determined accurately.

Tip movement of the rod thus calculated and recorded is plotted in Fig. 2 for various values of m. It is
also interesting to note that for m = 0, the tip movement of the rod as described by (10) reduces to



370 J Eng Math (2007) 57:365–379

u(1, t) = 1 +
∞∑

n=1

4
(2n−1)π

sin

[(
n − 1

2

)
π(t − 1)

]
,

which is simply the Fourier-series expansion of the “square wave”

2
∞∑

n=0

(−1)nH(t − 2n − 1).

The purely periodic system response results from the fact that for m = 0 the second and higher modal
vibration frequencies are integral multiples of the fundamental frequency: σn = (n − 1/2)π = (2n − 1)σ1
for n = 1, 2, 3, . . .. Generally speaking, when m �= 0, the overall response of the tip deviates from the
square-wave response for m = 0. Meanwhile, comparing Fig. 2a–d, we readily observe that the funda-
mental vibration period increases with the value of the payload parameter m, which is consistent with the
results of natural frequencies plotted in Fig. 1. For sufficiently large values of m (e.g., m = 10), the system
then becomes effectively SDOF, as is clearly seen in the resulting approximately sinusoidal tip motion
shown in Fig. 2d.

Following the procedures described above, we can also calculate the maximum amplitude of the residual
tip vibration excited by a unit-step input (i.e., base movement of the rod) for various values of the payload
parameter m, and the results are plotted in Fig. 3. It appears that for m ≈ 0·1 the tip has the largest maximum
residual vibration amplitude, as many vibration components are then making significant contributions to
the resultant amplitude. Also, as m increases from there, the residual vibration amplitude decreases and
asymptotes to unity, which can be readily shown to be the residual tip-vibration amplitude of the limiting
SDOF system. As the value of m decreases from 0·1, however, the second and higher modal vibration
frequencies become closer to integral multiples of the fundamental frequency, so that the overall system
response becomes more purely periodic and the residual tip vibration decreases accordingly. Note also
that, although the unity vibration amplitude of the square-wave response should be obtained as m → 0,
the residual vibration amplitude nevertheless fluctuates between 1 and about 1·2 as observed in Fig. 3. This
seemingly random fluctuation of the residual vibration amplitude actually results from the well studied
Gibbs phenomenon [21, Sect. 49], which arises when a discontinuous function (like the square wave here)
is represented by a Fourier series. Specifically, as our procedure for determining the residual vibration
amplitude described above samples a fixed number of data within a period, and over a fixed number of
periods, sometimes it misses the maximum amplitude (about 1·2 in Fig. 3) of the fluctuation caused by the
Gibbs phenomenon (which is not physical though). Of course, as we have checked, increasing both the
number of watched periods and the number of data within each period would reduce the seemingly random
nature of the results in Fig. 3 for small values of m. However, to stay focused, we will not present a more

Fig. 3 Maximum
amplitude of the residual
tip vibration of an elastic
rod excited by unit-step
base movement, for
various values of the
payload parameter m
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detailed discussion of the Gibbs phenomenon, and will go right on to discuss a number of input-shaping
schemes for residual vibration suppression.

3 The ZV scheme

As the unit-step response (10) indicates, in the absence of damping the tip of the rod would never rest at the
target position u = 1. One then has to resort to input shaping in order to suppress the tip vibration induced
by the base movement of the rod, and here we shall explain the basic ideas of a number of input-shaping
schemes, beginning in this section with the “zero-vibration” (ZV) scheme. Also, in the ensuing discussion
let us try to suppress the first vibration frequency σ1, as it typically contributes most to the overall tip
vibration. The possibilities of suppressing a number of different frequencies simultaneously exist, and will
also be briefly discussed.

Note first that the equation of motion (1) is linear and invariant with respect to time shift. The system
response to an input f (t) that consists of a series of intermediate steps therefore can be readily constructed
from the unit-step response (10) by superposition. Specifically, suppose that the input is split into two
partial steps of equal magnitude 1/2, and the second partial step is administered at t = τ , i.e.,

f (t) = 1
2
{H(t) + H(t − τ)}. (11)

Then, the overall tip motion for t > τ (i.e., after the base of the rod has reached its destination) is

u(1, t) = 1 −
∞∑

n=1

An,ZV cos σn(t − τ/2)

(1 + m + m2σ 2
n )σn sin σn

, (12)

where

An,ZV = 2 cos
σnτ

2
are modal amplitude factors.

It then transpires that the amplitude of the nth vibration component (i.e., the component having angular
frequency σn) is reduced by a factor of | cos(σnτ/2)| when the two-step input-shaping scheme (11) is used
instead of a unit-step input. In particular, when τ = π/σ1, the time delay of the second partial step is just
one half of the period of the first vibration component, so that the first component is completely suppressed
through destructive interference. The scheme (11) with the zero-vibration time delay τ = π/σ1 therefore
is called the ZV scheme [7, 11].

Note, however, that, even when the first vibration component is completely suppressed, higher vibration
components generally still would persist (but with reduced amplitude). Therefore, as seen in Fig. 4a, the
overall tip-vibration amplitude of the rod is reduced but nonzero. [Both Fig. 4a, b show the dependence
of residual vibration amplitude upon the payload parameter m (for different input-shaping schemes),
and therefore are put together for comparison. The performance characteristics of other schemes will be
discussed in due course.] An interesting special case occurs when there is no payload (m = 0), so that
σn = (n−1/2)π and hence τ = π/σ1 = (2n−1)π/σn for all n. Accordingly, the correct time delay to trigger
destructive interference for the first component would also suppress all higher components, resulting in
complete suppression of the overall tip vibration of the rod. This is consistent with the observation in
Fig. 4a that, as m → 0, the residual vibration amplitude resulting from the ZV input command becomes
extremely small.

For m �= 0, however, more sophisticated input-shaping schemes have to be employed to suppress two or
more vibration components simultaneously. For example, suppose that it is desirable to suppress the first
and second vibration components at the same time, one may then convolve the ZV scheme for the first
frequency with that for the second frequency, resulting in an input command of the form
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Fig. 4 Residual vibration amplitudes as functions of the payload parameter m, excited by (a) ZV and ZVD commands
that suppress the first only or the first two vibration frequencies, and (b) NZV and NZVD commands suppressing the first
frequency. The vibration amplitudes excited by a unit-step input are also plotted for comparison

f (t) = 1
2

{
1
2

H(t) + 1
2

H(t − τ1)

}
+ 1

2

{
1
2

H(t − τ2) + 1
2

H(t − τ1 − τ2)

}

= 1
4

{
H(t) + H(t − τ2) + H(t − τ1) + H(t − τ1 − τ2)

}
, (13)

where τ1 = π/σ1 and τ2 = π/σ2. As shown in Fig. 4a, for all values of the payload parameter m, when
the above input command is employed, the overall residual vibration amplitude is even smaller than that
excited by the single-frequency ZV scheme (11). Of course, the trade-off here is the longer time τ1 + τ2
required to complete the above input command (compared with τ1 for the ZV command that suppresses
the first frequency only). Input commands that simultaneously suppress more frequencies clearly can be
composed in the same way, and are expected to further reduce the residual vibration amplitude.

Now let us examine the parameter-error tolerance of the ZV scheme, which is an important issue because
practical mechanical systems more or less possess certain system-parameter uncertainties. For example,
the actual vibration frequencies σn may differ from their nominal estimates σn,nom due to system-modeling
errors or aging of the system. Accordingly, if one determines the time-delay parameter in (11), using the
first nominal frequency, i.e., τ = π/σ1,nom, attempting to suppress the first vibration frequency, then the
vibration-reduction factor for the nth component is∣∣∣∣An,ZV(τ )

An,ZV(0)

∣∣∣∣ =
∣∣∣∣cos

(
π

2
σn

σ1
δ

)∣∣∣∣ ,

which would not vanish, even for n = 1, unless the ratio of the actual frequency to the nominal frequency
δ = σ1/σ1,nom = 1 (i.e., when the input command is correctly tuned). A certain amount of residual vibration
therefore would persist. On top of that, at the correct time delay corresponding to δ = 1, the slope of the
vibration-reduction factor with respect to the frequency ratio δ obtains its maximum value, meaning that
a rather slight error in the time delay would result in a relatively significant amount of residual vibration
(see Fig. 5). The attempt to improve the tolerance of detuning-parameter errors of the ZV scheme has
led to the development of the “zero-vibration-and-derivative” (ZVD) scheme, to be discussed in the next
section.

As here we are concerned with the effects of system payload on the overall system response (consisting
of a large number of vibration frequencies) of the rod, we have also followed the procedures described
earlier in Sect. 2 to record the maximum deviation of the tip displacement from the target position u = 1.
The recorded maximum deviation is then taken to be the residual vibration amplitude, and is divided by
the residual vibration amplitude excited by a unit-step input (see Fig. 3) to calculate the overall “residual
vibration reduction factor” due to the specific input shaping scheme employed.
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Fig. 5 Comparison of the
parameter-error tolerance
of the ZV, ZVD, NZV,
and NZVD schemes.
Here the
amplitude-reduction
factor for the first
vibration component,
A1(τ )/A1(0) with
τ=π/σ1,nom, is plotted as
a function of the
frequency-ratio
parameter δ=σ1/σ1,nom

Figure 6a plots the residual vibration reduction factor resulting from the ZV scheme for various values
of the payload parameter m. As explained above, for small nonzero m, due to the presence of unsuppressed
residual vibration components of higher frequencies, the overall tip-vibration amplitude does not vanish
at δ = σ1/σ1,nom = 1. Also, generally speaking, as the value of m increases from zero, the minimum achiev-
able residual vibration-reduction factor first increases, because more of the higher vibration components
survive from input shaping and make more contributions to the overall tip vibration of the rod. (Recall that
for m = 0 an accurate input-shaping scheme suppresses all residual vibration frequencies simultaneously.)
When m becomes sufficiently large, however, the minimum achievable residual vibration-reduction factor
begins to decrease, as the system behaves more and more like a SDOF system for the input-shaping scheme
to work effectively. Moreover, Fig. 6a also indicates that the ZV scheme’s tolerance of the detuning (time

Fig. 6 Detuning-parameter error tolerance of the (a) ZV, (b) ZVD, (c) NZV, and (d) NZVD schemes for various values of
the payload parameter m. The residual vibration-reduction factor is defined in the text
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delay) parameter error increases with m. This is also related to the above interpretation that the system
behaves more and more like a SDOF system as m increases.

4 The ZVD scheme

As pointed out above, in order to increase the detuning-parameter error tolerance of an input-shaping
scheme, it is desirable to have zero derivative of the residual vibration amplitude with respect to the time
delay when the vibration amplitude itself is zero (i.e., under a ZV condition). This adds one constraint to
the design of an input-shaping scheme, and therefore can only be achieved with one more intermediate
partial step than the ZV scheme (11). Technically, by considering three-step inputs where the three partial
steps are equally separated in time and have magnitudes that add up to unity, one may deduce the correct
partial-step magnitudes and time separation by requiring the residual vibration amplitude and its derivative
with respect to the time separation to be zero simultaneously under ZV conditions. It can then be shown
that the base movement of the rod has to be completed in the following manner:

f (t) = 1
4
{H(t) + 2H(t − τ) + H(t − 2τ)}. (14)

Accordingly, the overall tip motion for t > 2τ is calculated from the unit-step response (10) by superposition
to be

u(1, t) = 1 −
∞∑

n=1

An,ZVD cos σn(t − τ)

(1 + m + m2σ 2
n )σn sin σn

, (15)

where the modal amplitude factors are found to be

An,ZVD = 2 cos2 σnτ

2
.

Clearly, the first vibration component (corresponding to n = 1) vanishes under the same ZV condition
τ = π/σ1 for the ZV scheme, in which case the vibration components excited by first and last partial
steps interact constructively and jointly annihilate the vibration component excited by the partial step in
between. In this way the derivative of the vibration-reduction factor for the first vibration component

A1,ZVD(τ )

A1,ZVD(0)
= cos2 σ1τ

2

with respect to the time-delay parameter τ would also vanish at τ = π/σ1. For this reason, the three-step
input-shaping scheme (14) is called the “zero-vibration-and-derivative” (ZVD) scheme [7, 11]. Also, as
illustrated in Fig. 5, this implies that, when the time-delay parameter is slightly off the correct ZV value
(corresponding to δ = 1 in Fig. 5), much smaller residual vibration of the first frequency (and hence smaller
overall residual vibration, too) would be excited by the ZVD scheme than that excited by the ZV scheme.

Since the ZVD scheme is more tolerant of detuning-parameter errors than the ZV scheme, it is therefore
the preferable scheme in practice. The price to pay here, however, is the longer command duration 2π/σ1
for the ZVD scheme than the duration π/σ1 for the ZV scheme. Clearly, from a practical perspective, it
will generally be desirable to minimize the command duration, while maintaining the detuning-parameter
error tolerance of the ZVD scheme. This has led to the negative schemes to be discussed in the next two
sections.

Meanwhile, we would like to point out that multi-frequency ZVD input commands can also be com-
posed by convolution as was done for the ZV scheme in the previous section. To suppress two frequencies
simultaneously in a ZVD manner, for example, one would need a total of nine partial steps. Specifically,
the double ZVD scheme that suppress the first and second vibration frequencies simultaneously reads
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f (t) = 1
4

{
1
4

H(t) + 1
2

H(t − τ1) + 1
4

H(t − 2τ1)

}

+ 1
2

{
1
4

H(t − τ2) + 1
2

H(t − τ1 − τ2) + 1
4

H(t − 2τ1 − τ2)

}

+ 1
4

{
1
4

H(t − 2τ2) + 1
2

H(t − τ1 − 2τ2) +1
4

H(t − 2τ1 − 2τ2)

}
, (16)

where, as before, τ1 = π/σ1 and τ2 = π/σ2. [Note also that the partial steps in (16) have not been cor-
rectly ordered in their application times.] Of course, input commands that suppress more frequencies
simultaneously can be composed in the same manner.

As shown in Fig. 4a for each value of the payload parameter m, while the single-frequency ZVD scheme
(14) already reduces the residual vibration amplitude significantly, the double-frequency ZVD scheme (16)
can further reduce the residual vibration amplitude. Again, the trade-off here is the longer time 2τ1 + 2τ2
required to complete the double-frequency ZVD input command (compared with 2τ1 for the single-fre-
quency ZVD command). Moreover, the results plotted in Fig. 4a also indicate that the overall residual
vibration amplitude resulting from the ZVD input command generally is smaller than that from the ZV
command. This is in fact easy to understand: since the ZVD command has a longer time duration and
hence a narrower spectral content, consequently fewer higher-frequency vibration components are excited
and contribute to the overall vibration amplitude. The dependence on the payload parameter m of the
residual vibration amplitude resulting from the ZVD input command is qualitatively the same as that for
the ZV command (see Sect. 3), so let us not repeat the physical interpretation of such dependence here.

We have also studied the detuning-parameter error tolerance of the ZVD scheme (14), and the results
are shown in Fig. 6b for various values of the payload parameter m. Comparing Fig. 6a and b, we see
that, when applied to a continuous rod that in principle has an infinite number of vibration components,
the ZVD scheme still is more robust than the ZV scheme. Also, as already explained above, since the
ZVD command excites fewer higher-frequency vibration components, the minimum achievable residual
vibration reduction factor for the ZVD command is smaller than that for the ZV command. Moreover, the
dependencies of the minimum achievable residual vibration reduction factor and the detuning-parameter
error tolerance of the ZVD scheme on the payload parameter m are similar to those of the ZV scheme
discussed in the previous section. In particular, as m becomes sufficiently large, the minimum achievable
residual vibration reduction factor decreases, and the detuning parameter error tolerance improves, as the
system behaves more and more like a SDOF system for the input shaping scheme to work effectively.

5 The NZV scheme

Suppose now that both positive and negative steps of unit magnitude are used. As an example, consider

f (t) = H(t) − H(t − τ1) + H(t − τ2), (17)

where 0 < τ1 < τ2. Note, in particular, that, as for both the ZV and ZVD schemes discussed above, the
magnitudes of all the partial steps add up to unity, so that, when the input command is completed, the
base of the rod undergoes a unit displacement. Also, using the unit-step response (10), the resulting tip
movement of the rod is calculated by superposition to be

u(1, t) = 1 −
∞∑

n=1

An,NZV cos(σnt − φn,NZV)

(1 + m + m2σ 2
n )σn sin σn

, (18)

where

An,NZV=2{(1 − cos σnτ1 + cos σnτ2)
2 + (sin σnτ1 − sin σnτ2)

2}1/2
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and

φn,NZV = tan−1 sin σnτ2 − sin σnτ1

1 − cos σnτ1 + cos σnτ2
.

Of course, the objective here is to choose the right values for the time-delay parameters τ1,2 so that the
first vibration component (corresponding to n = 1) is suppressed. From the above expressions, it is clear
that this occurs when sin σ1τ1 = sin σ1τ2 and cos σ1τ1 = − cos σ1τ2 = 1/2, i.e.,

σ1τ1 = π/3 and σ1τ2 = 2π/3.

With these ZV time delays, the input command (17) is called the “negative ZV” (NZV) scheme [7] (because
a negative step is used). Note that placing the steps of alternating signs in (17) symmetrically with respect
to the middle one is essential for suppressing the overall residual vibration. Also, when the best nominal
estimate of the first vibration frequency σ1,nom is used to calculate the time delay parameters so that
τ1 = π/3σ1,nom and τ2 = 2π/3σ1,nom, the resulting vibration-reduction factor for the first component is

A1,NZV(τ )

A1,NZV(0)
=

∣∣∣∣1 − 2 cos
πδ

3

∣∣∣∣ ,

where δ = σ1/σ1,nom is the ratio between the actual and nominal vibration frequencies as defined before.
Note that the total input-command duration of the (correctly tuned) NZV scheme is τ2 = 2π/3σ1, and

thus is 33% shorter than the ZV command duration π/σ1. Nevertheless, as shown in Fig. 5, close to the ZV
condition where δ = 1 the robustness of the NZV scheme is nearly as good as the ZV scheme. It should
also be noted, however, that, when the time-delay parameter is significantly wrong (when δ is greater than
about 1·5; see Fig. 5), the resulting vibration amplitude can exceed that without input shaping. This has
important consequences indeed when the NZV scheme is applied to continuous systems because, while the
target residual vibration component (the first component here) is suppressed by the NZV scheme, other
components may indeed be amplified, resulting in larger overall residual vibration amplitude.

As a matter of fact, the results shown in Fig. 4b indicate that, for smaller values of the payload parameter
m (i.e., when a large number of vibration components are contributing significantly), the NZV scheme
would excite a larger residual vibration amplitude than that excited by the unit-step input. The results of
the parameter-error study shown in Fig. 6c also indicate that, in comparison with the results shown in Fig.
6a and b, the value of m has to be large enough in order for the rod to be approximately SDOF, and the
NZV scheme to work satisfactorily. We thus conclude that, while the NZV scheme works properly and
efficiently for approximately SDOF systems (corresponding here to large values of m), it may actually
make things worse when applied to continuous systems in which a large number of vibration components
participate significantly. Hence it appears to be pointless to suppress two or more vibration frequencies by
convolving the NZV scheme as was done for the ZV and ZVD schemes.

6 The NZVD scheme

Now, with more alternating positive and negative unit steps, it is also possible to render both the resulting
vibration amplitude and its derivative with respect to time delay zero simultaneously. Specifically, let us
consider an input command that consists of five unit steps of alternating signs:

f (t)=H(t) − H(t − τ1) + H(t − τ2) − H(t − τ3) + H(t − τ4). (19)

As we have seen in the discussion of the NZV scheme above, placing the alternating steps symmetrically
with respect to the middle one is essential for suppressing the overall residual vibration. So, to simplify the
calculation, we shall require a priori that

τ4 − τ2 = τ2 and τ3 − τ2 = τ2 − τ1,
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i.e., τ4 = τ1 + τ3 = 2τ2. With such constraints, the resulting tip movement of the rod again is calculated by
superposition, yielding

u(1, t) = 1 −
∞∑

n=1

An,NZV cos σn(t − τ2)

(1 + m + m2σ 2
n )σn sin σn

(20)

where

An,NZVD = 2{1 + 2 cos σnτ2 − 2 cos σn(τ2 − τ1)}.
To suppress the nth residual vibration component in a ZVD manner, we require that An,NZVD = 0 and
∂An,NZVD/∂σn = 0 simultaneously. The two resulting algebraic equations are then solved numerically,
yielding

σnτ2 = 0·732π , σn(τ2 − τ1) = 0·553π .

So, if the first vibration component is to be suppressed, the time-delay parameters in the “negative
ZVD” (NZVD) scheme (19) must be chosen such that

σ1τ1 = 0·179π , σ1τ2 = 0·732π , σ1τ3 = 1·285π , σ1τ4 = 1·464π .

Meanwhile, if the nominal estimate of the first vibration frequency σ1,nom is used instead to calculate the
time-delay parameters above, the resulting vibration-reduction factor for the first vibration component
would be
A1,NZVD(τ )

A1,NZVD(0)
= 1 − 2 cos(0·553πδ) + 2 cos(0·732πδ),

where δ = σ1/σ1,nom as already defined before. Note that the total duration of the NZVD command
τ4 = 1·464π/σ1 is 27% shorter than the duration of the ZVD scheme 2π/σ1, while its robustness is nearly
as good as the ZVD scheme close to the ZV condition where δ = σ1/σ1,nom = 1, as shown in Fig. 5. Like the
NZV scheme, however, when the time-delay parameter is significantly wrong (when σ1/σ1,nom is greater
than about 1·5), the resulting vibration amplitude can exceed that without input shaping. As demonstrated
in Figs. 4b and 6d, this implies that the residual vibration amplitude resulting from the NZVD scheme
actually becomes larger than that excited by the unit-step input for smaller values of the payload parame-
ter m, and it takes a relatively large value of m for the system to be approximately SDOF and the NZVD
scheme to work properly. Therefore, just like the NZV scheme, the NZVD scheme actually is not suitable
for continuous systems.

7 Concluding remarks

In this paper, the simple system of a linearly elastic rod with a point mass attached at its tip, and subjected
to controlled base displacement, is considered as a specific example for continuous elastic structures with
payload. Despite its simplicity, the model system is closely related to a broad range of practical applications
such as AMD systems [17] and high-rise elevators [18], as explained above. The goal here is to precisely
control the motion of the mass. Although the present work does not involve new analytical techniques for
vibration engineering problems, we have used the model problem as a vehicle for illustrating the basic ideas
of various input-shaping schemes that are effective engineering tools for reducing motion-induced residual
vibration of elastic structures, and carefully evaluated the effects of system payload on the performance
characteristics of such input-shaping schemes.

Specifically, here we have explained the main ideas of the ZV, ZVD, NZV and NZVD input-shaping
schemes. Basically, in the ZV scheme (11) the input command is split into two partial steps of equal
magnitude (one half of the total stroke) and separated in time by one half of the period of the vibration
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component to be suppressed. By doing so, we trigger linear destructive interference to annihilate the target
vibration component. In order to increase the detuning (time delay) parameter error tolerance of the
ZV scheme, the ZVD scheme (14) that consists of three partial steps is then devised. Also, the attempt
to shorten the total input-command duration has led to the development of the negative input-shaping
schemes, i.e., the NZV and NZVD schemes given by (17) and (19), respectively.

All the aforementioned input-shaping schemes have been devised with the purpose of suppressing a
single dominant vibration frequency, although multi-frequency input-shaping schemes clearly can be con-
structed by convolution (as we have done for the ZV and ZVD schemes in Sects. 3 and 4, respectively).
When applied to a continuous system like the elastic rod considered in this paper, however, the remaining
higher components of residual vibration may or may not be reduced at the same time, and hence the
overall residual vibration amplitude may or may not be reduced. In fact, as we have shown above, for
smaller values of the system payload parameter m, more vibration components contribute significantly,
while for larger values of m the system is essentially SDOF. Furthermore, while the amplitude of all residual
vibration components are reduced by the positive (i.e., the ZV and ZVD) schemes, this is not the case for
the negative (i.e., the NZV and NZVD) schemes. As a result, generally a large payload is required for the
system to be approximately SDOF so that the negative schemes could work properly. This finding clearly
should be taken into account in the design of practical input shapers.

The results of our examination on the detuning-parameter error tolerance of the input-shaping schemes
also indicate that the positive ZV and ZVD schemes remain robust when applied on continuous systems.
And, of course, their performances become even better when the system is effectively SDOF, because
then there is only one dominant vibration frequency to be suppressed. To conclude this paper, let us point
out again that special caution has to be exercised when one attempts to apply the negative input-shap-
ing schemes to a continuous system. Also, for both SDOF and continuous systems, the ZVD scheme is
more tolerant of the detuning-parameter error than the ZV scheme, and therefore would be preferable in
practice.
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